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ABSTRACT

The COSAM intercomparison exercise (comparison of large-scale sulfur models) was organized
to compare and evaluate the performance of global sulfur cycle models. Eleven models particip-
ated, and from these models the simulated surface concentrations, vertical profiles and budget
terms were submitted. This study focuses on simulated budget terms for the sources and sinks
of SO2 and sulfate in three polluted regions in the Northern Hemisphere, i.e., eastern North
America, Europe, and Southeast Asia. Qualitatively, features of the sulfur cycle are modeled
quite consistently between models, such as the relative importance of dry deposition as a
removal mechanism for SO2 , the importance of aqueous phase oxidation over gas phase oxida-
tion for SO2 , and the importance of wet over dry deposition for removal of sulfate aerosol.
Quantitatively, however, models may show large differences, especially for cloud-related pro-
cesses, i.e., aqueous phase oxidation of SO2 and sulfate wet deposition. In some cases a specific
behavior can be related to the treatment of oxidants for aqueous phase SO2 oxidation, or the
vertical resolution applied in models. Generally, however, the differences between models appear
to be related to simulated cloud (micro-)physics and distributions, whereas differences in vertical
transport efficiencies related to convection play an additional rôle. The estimated sulfur column
burdens, lifetimes and export budgets vary between models by about a factor of 2 or 3. It can
be expected that uncertainties in related effects which are derived from global sulfur model
calculations, such as direct and indirect climate forcing estimates by sulfate aerosol, are at least
of similar magnitude.

1. Introduction may affect climate with a magnitude comparable

to that of the greenhouse gases, although with
opposite sign (Schimel et al., 1996). In the firstThe anthropogenic aerosol perturbation of the

lower troposphere in the Northern Hemisphere place, the increased aerosol load in the atmosphere
reflects more short-wave radiation back to space,
which is called the ‘direct’ effect (Charlson et al.,
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a cloud, which is called the ‘indirect’ effect. For applied monthly averaged OH distributions for
the gas phase oxidation of SO2 , whereas aqueousthe same cloud liquid water content, a larger
phase oxidation in an air parcel was parameterizedaerosol concentration leads to smaller effective
using specific time scales for cloud encounter,cloud droplet radii and a higher cloud albedo.
presence inside cloud, and aqueous phase trans-This may lead to a decrease in the precipitation
formation. Since then, global sulfur models haveformation efficiency and a longer cloud lifetime
become more complex and detailed. The reso-(Twomey, 1974; Albrecht, 1989; Jones et al., 1994;
lution of present-day global chemistry models isBoucher and Lohmann, 1995, Lohmann and
generally around a few degrees, and the boundaryFeichter, 1997). The aerosol climate forcing
layer usually contains a few layers so that mixinginvolves mainly aerosols in the sub-micrometer
with the free troposphere may be representedand micrometer size range which have the highest
realistically. For the oxidation of SO2 , monthlymass scattering efficiencies, and for which sulfate
averaged distributions of oxidants may be usedis an important chemical component.
(Feichter et al., 1996; Kasibhatla et al., 1997), butGlobally, anthropogenic sulfur sources exceed
in an increasing number of models the productionnatural sources by a factor of 3 to 4 (Spiro et al.,
of H2O2 is calculated prognostically from HO21992). Emissions from fossil fuel burning predom-
distributions, or the simulation of the sulfur cycleinate, and about 90% of the anthropogenic sources
may be directly coupled to oxidant chemistryare located in the northern hemisphere (NH)
(Roelofs et al., 1998). The representation of clouds(Benkovitz et al., 1996). The NH emissions are
and precipitation is of major importance forconcentrated in three industrialized areas in North
species that are subject to aqueous phase trans-America, West and Central Europe, and Southeast
formation and wet deposition. Some models con-Asia. The atmospheric lifetime of sulfate is of the
sider monthly cloud and precipitation fields, e.g.,

order of a few days. Compared to the long-lived
from ISCCP (Pham et al., 1995), or use data from

greenhouse gases, aerosol concentrations are
GCMs or ECMWF with a time resolution of a

therefore highly variable in space and time.
few hours (Chin et al., 1996; Benkovitz et al.,

Moreover, sulfur species may be exported from
1997). In chemistry–general circulation models,

the polluted regions to relatively clean oceanic
the sulfur cycle is sometimes coupled directly to

regions, and even to neighboring continents
the simulation of cloud characteristics (Lohmann

(Benkovitz and Schwartz, 1997; Chin et al., 1996).
and Feichter, 1997).

Because the background marine air is relatively
In this study, which is a contribution to the

clean and contains relatively few aerosols, the
COSAM intercomparison exercise (Comparison

export of anthropogenic aerosol to marine envir-
of large-scale sulfur models), we examine the sulfur

onments can have a significant impact on cloud budget terms simulated by eleven global sulfur
optical properties (Radke et al., 1989; Garrett and cycle models. The rationale behind COSAM is to
Hobbs, 1995) and may lead to a significant nega- evaluate their performance by analyzing the simu-
tive climate forcing. lated surface concentrations, vertical profiles and

Three-dimensional chemistry/transport models global and regional budgets of sulfur species. An
that simulate the sources, transports, transforma- overview of COSAM and its main results is
tions, and sinks of sulfur-containing species are presented by L. Barrie, Y. Yi, W. R. Leaitch,
important tools for the study of the global distribu- U. Lohmann, P. Kasibhatla, G. J. Roelofs,
tion of sulfate. They enable a better understanding J. Wilson, F. McGovern, C. Benkovitz, M. A.
and more accurate estimates of the climate effects Melieres, K. Law, J. Prospero, M. Kritz,
of sulfate aerosol, whose uncertainties are large D. Bergmann, C. Bridgemann, M. Chin,
(Schimel et al., 1996). An early attempt to simulate J. Christensen, R. Easter, J. Feichter, C. Land,
the global sulfur cycle is described by Langner A. Jeuken, E. Kjellström, D. Koch and P. Rasch,
and Rodhe (1991). They used the 3D tropospheric 2000. A comparison of large scale atmospheric
model MOGUNTIA (Crutzen and Zimmerman, sulphate aerosol models (COSAM): Overview and
1991) which is driven by monthly averaged wind highlights, T ellus, this issue (further referred to as:
fields and has a horizontal resolution of 10°×10° Barrie et al., 2001).

The participating models, one hemispheric andand a vertical resolution of 100 hPa. The model
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10 global models, are listed in Table 1. Four J. Feichter, A. Jeuken, E. Kjellström, D. Koch,
C. Land, P. Rasch and G. J. Roelofs, 2000. Verticalmodels are general circulation models (GCMs;

GA, GB, GC, GD), six models are global chemical distributions of sulfur species simulated by

large scale atmospheric models in COSAM:transport models (CTMs; CA, CB, CC, CD, CE,
CF) and one model is a hemispheric chemical Comparison with observations, T ellus, this issue

(further referred to as: Lohmann et al., 2001).transport model (HA). Ten models submitted data

for the sulfur cycle and the radon/lead simulations, Here we analyze and compare the simulated
budgets for three industrialized regions, i.e.,whereas one model (i.e., CD) submitted data for

the radon/lead simulation only. A more elaborate Eastern North America, Europe and Southeast

Asia. The object of the budget comparison isdescription of the models and their parameteriza-
tions is given by U. Lohmann, W. R. Leaitch, threefold. In the first place, we examine the coher-

ence of the simulated budgets between models. InL. Barrie, K. Law, Y. Yi, D. Bergmann,

C. Bridgemann, M. Chin, J. Christensen, R. Easter, the second place, we want to identify processes

Table 1. Participating models, model characteristics and references

Horizontal # vertical
Model code Full name Investigator resolution levels Meteorology Reference

GA GISS Koch 4°×5° 9 generated Koch et al. (1999)
GB ECHAM4-IMAU Roelofs 3.75°×3.75° 19 generated Roelofs et al. (1998)
GC CCCma Lohmann 3.75°×3.75° 22 generated Lohmann et al. (1999)
GD ECHAM4-MPI Feichter, 2.8°×2.8° 19 nudged to Feichter et al. (1996)

Land, ECMWF
Kjellström

CA TOMCAT Bridgeman, 5.6°×5.6° 31 ECMWF Law et al. (1998)
Law

CB KNMI-IMAU Jeuken, 3.75°×5° 19 ECMWF Dentener et al. (1999)
Dentener

CC MIRAGE Easter 2.8°×2.8° 24 nudged Ghan et al. (2001)
to ECMWF

CD IMPACT Bergmann 2°×2.5° 46 GEOS Penner et al. (1998)
CE GOCART Chin 2°×2.5° 20 GEOS Chin et al. (2000)
CF NCAR Rasch 1.8°×1.8° 26 NCEP Rasch et al. (1997)
HA DEHM Christensen 150 km 12 ECMWF Christensen (1997)

large scale
Model code Advection Vertical diffusion clouds H2O2 OH/O3/NO3

GA 2nd order moments none prognostic prognostic imported
GB Semi-Lagrangian TKE2 prognostic full full
GC Semi-Lagrangian ML2 prognostic imported imported
GD Semi-Lagrangian TKE prognostic imported imported
CA 2nd order moments ML diagnostic imported imported
CB Finite differences ML diagnostic full full
CC Finite differences TKE prognostic 3 imported
CD Semi-Lagrangian implicit scheme diagnostic 4 4
CE Semi-Lagrangian TKE from GOES diagnostic imported imported
CF Semi-Lagrangian ML diagnostic prognostic imported

Pseudo-spectral advection
HA (hor); finite elements (ver) ML prognostic none none

1TKE: prognostic variable for turbulent kinetic energy.
2ML: mixing length approach.
3CC simulates daytime oxidant chemistry with prescribed ozone and NO

x
.

4CD only simulates radon and lead.
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whose contributions to the total sulfur budgets processes and parameterizations exist, e.g., for
are subject to large model-to-model variability. In convection (Mahowald et al., 1995) and for dry
the third place, we want to compare simulated deposition (Ganzeveld et al., 1998).
export budgets of sulfur species from the pol- Section 2 gives a summary of the task posed to
luted regions. the participants and describes the model statistics

Unfortunately, sulfur budget terms, necessary used for this analysis. In Section 3 the budget
to compare model data with, can not be inferred terms for SO2 and sulfate of ten models are
from existing observations of sulfur concentra- presented and compared. Section 4 focuses on
tions. Surface measurements of SO2 and sulfate the differences in vertical transport efficiencies
are available but observations at higher altitudes, between models and the impact on the vertical
i.e., the middle and upper troposphere, are scarce. distributions of Rn, SO2 and sulfate. In Section 5
Model studies indicate that sulfur concentrations the simulated export of pollutants from the indus-
at higher altitudes may be not or only to a small trialized regions is examined. Finally, in Section 6
extent related to surface concentrations (Chin the results are summarized and discussed.
et al., 1996). Additionally, sulfur concentrations
are often highly variable on regional scales so that
a few observed sulfur concentration profiles are 2. Methodology
probably not representative for a specific region.
Observed wet deposition fluxes for sulfate may To achieve the objectives listed in Section 1, all
provide some information about the horizontal participants were asked to submit their simulated
distribution of sulfate but not about separate atmospheric burdens and fluxes of emissions, dry
contributions by transport, oxidation and depos- and wet deposition, and gas and aqueous phase
ition processes to regional or global sulfur distri- oxidation of species from the sulfur cycle (DMS,
butions. Therefore, we do not attempt to evaluate

MSA, SO2 and sulfate) for 4 regions: Eastern
the performance of individual models, but we limit

North America (ENA, 25°–60°N and 60°–100°W),
this study to identification of common features

European region (EMEP; 40°–60°N, 10°W–40°E),
and discrepancies between models, and use the

Southeast Asia (SEA; 15°–45°N, 105°–140°E), and
relative agreement between models as a yardstick

Southern Ocean Biogenic Source Region (SOBSR;
for uncertainties associated with components of

0°–60°W, 45°–70°S). In order to be able to analyze
the sulfur cycle. We note that the accompanying

transport and deposition processes in more detail,
papers by Berrie et al. (2001) and Lohmann et al.

similar data were asked for radon (222Rn), which
(2001) present and discuss comparisons between

is considered to have a fixed source at the surface
simulated and observed surface concentrations

and constant lifetime determined by radioactiveand vertical profiles for sulfur species, radon and
decay, and lead (210Pb), which is removed fromlead.
the atmosphere as aerosol. Liquid water contentObviously, detailed sensitivity studies covering
and precipitation budgets were also requested.transport processes, gas and aqueous phase chem-
Additionally, participants were requested to calcu-istry, and dry and wet deposition are required to
late transport budgets for sulfur into and/or outattribute differences between models directly
of the 4 regions, and the partitioning of eachto specific processes and/or parameterizations.
budget term between below and above 2.5 kmHowever, as global chemistry models have become
altitude, roughly corresponding to the lower andmore and more complex, this would require an
free troposphere. The budget terms are for theenormous effort of the modelers and imply analysis
winter (DJF) and the summer (JJA). Finally,of huge amounts of data. This is not feasible
annual global budget terms were submitted whichduring a single intercomparison exercise. Instead,
are discussed by Barrie et al. (2001).in this study and in the papers by Barrie et al.

The amount of data for the budget exercise(2001) and Lohmann et al. (2001) models are
turned out to be quite large, and there are manycompared ‘‘as they are’’, so that the results of
ways to represent and analyze the data. To keepCOSAM reflect the performances of global scale
this paper within reasonable length the authorssulfur models in the way they are used in present-
decided to focus on the simulation of SO2 andday atmospheric chemistry and climate research.

We note that sensitivity studies regarding specific sulfate in the three polluted NH regions (ENA,
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Fig. 1. The three regions for the COSAM sulfur budget intercomparison.

EMEP, SEA shown in Fig. 1). Also, it was decided EMEP, ENA, and SEA regions for summer and
to analyze regional column-integrated budgets only, winter from the models in this intercomparison,
although vertical transport efficiencies are examined except for CD who performed a simulation of Rn
qualitatively. It was found that submitted export and Pb only. For HA, which is not a global model,
terms did not always match the other budget terms. results are presented for ENA and EMEP only.
However, the global budgets (i.e., zero import or The budget terms are scaled by the area of each
export) are closed within 1% for half of the models, region, so that all results are presented as column
and within 2% for all models except one (GD). The budgets. One must be cautious, however, in com-
few percent difference between sources and sinks paring the column budgets for different regions.
may be attributed to year-to-year variabilities in The fraction of ocean surface is relatively small in
meteorological parameters or, formodels with expli-

the EMEP region and large in the ENA and SEA
cit treatment of oxidant formation, the simulated

regions (Fig. 1). Because sulfur emissions from
oxidation capacity. We conclude that the simulated

oceans are relatively small, different ocean frac-
budget terms balance, but that the bookkeeping of

tions lead to artificial differences between area
the fluxes into and out of the region is not always

averaged budgets of, for example, SO2 emissions.
performed correctly. To compare modeled export

Also, the ocean surface fraction influences theterms in a consistent way, we inferred these by
relative amount of emitted SO2 that is transformedcalculating the residual between the submitted
to sulfate before it is exported from the region orsource and sink terms for SO2 and sulfate. In view
deposited. The data from Table 2 are averaged inof the relatively short lifetimes of SO2 and sulfate,
Table 3 with the standard deviation derived fromof the order of a few days, differences between
the model-to-model variability, and the relativecolumn burdens at the start and the end of the
contribution of individual source/sink terms tointegration periods are insignificant compared to
the total SO2 source/sink. In this study we definethe seasonal budget terms.
the relative model uncertainty as the computed

standard deviation divided by the average budget3. Regional sulfur budgets
term. Because the submitted global budget submit-

3.1. Regional SO
2
column budgets ted by GD did not balance properly their results

are not used for this table. Note that HA is notTable 2 shows the simulated burden and source,
sink and inferred export budgets for SO2 for the considered in the average gas and aqueous phase
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Table 2. Simulated seasonal and regional budgets for SO
2
. Column burdens are in mg S m−2; fluxes in

mg S m−2 day−1
ENA DJF CA CB CC CE CF GA GB GC GD HA1

emissions 2.40 2.48 2.45 2.47 2.45 2.66 2.40 2.48 2.64 2.42
gas-phase production 0.03 0.10 0.08 0.06 0.05 0.00 0.10 0.12 0.10 0.00
dry deposition −1.02 −1.47 −1.33 −1.45 −1.17 −1.46 −1.37 −1.41 −1.57 −0.53
wet deposition −0.12 0.00 −0.05 −0.07 −0.12 −0.12 −0.20 −0.03 −0.04 −0.67
gas-phase oxidation −0.11 −0.19 −0.03 −0.16 −0.14 −0.18 −0.11 −0.12 −0.09 −0.83
aqueous-phase oxidation −1.19 −0.50 −0.78 −0.38 −1.00 −0.39 −0.48 −0.98 −0.98
inferred export 0.01 −0.41 −0.33 −0.46 −0.07 −0.50 −0.33 −0.08 −0.05 −0.39
column burden 2.87 10.62 3.37 5.63 3.96 8.08 5.05 4.24 4.04 3.37
ENA JJA
emissions 2.19 2.36 2.32 2.29 2.31 2.46 2.23 2.36 2.51 2.25
gas-phase production 0.06 0.06 0.07 0.06 0.06 0.00 0.09 0.15 0.11 0.00
dry deposition −0.75 −0.57 −0.71 −0.33 −0.58 −0.71 −0.79 −0.83 −1.03 −0.40
wet deposition −0.14 0.00 −0.26 −0.61 −0.02 −0.05 −0.36 −0.01 −0.06 −0.51
gas-phase oxidation −0.90 −0.75 −0.17 −0.56 −0.25 −0.65 −0.44 −0.71 −0.92 −1.06
aqueous-phase oxidation −0.47 −1.03 −1.21 −0.53 −1.35 −1.20 −0.66 −0.50 −0.63
inferred export 0.01 −0.07 −0.10 −0.32 −0.15 0.15 −0.06 −0.46 0.02 −0.29
column burden 2.79 3.07 1.71 3.04 2.11 2.95 1.54 2.95 3.48 2.33

EMEP DJF CA CB CC CE CF GA GB GC GD HA

emissions 7.72 7.92 7.74 7.42 7.04 7.95 7.55 7.20 7.94 7.29
gas-phase production 0.02 0.18 0.07 0.07 0.03 0.00 0.17 0.11 0.11 0.00
dry deposition −3.22 −4.62 −3.70 −4.02 −3.67 −3.84 −3.65 −3.14 −4.64 −1.87
wet deposition −0.34 0.00 −0.10 −0.01 −0.29 −0.30 −0.18 −0.06 −0.08 −1.35
gas-phase oxidation −0.11 −0.20 −0.03 −0.14 −0.13 −0.17 −0.11 −0.08 −0.05 −1.66
aqueous-phase oxidation −2.23 −0.34 −1.86 −0.26 −1.45 −0.60 −0.80 −1.66 −1.56
inferred export −1.83 −2.94 −2.13 −3.06 −1.52 −3.05 −3.00 −2.38 −1.72 −2.41
column burden 9.64 18.79 8.39 12.44 7.90 16.49 8.91 10.01 8.18 8.95
EMEP JJA
emissions 4.65 4.92 4.77 4.46 4.83 4.94 4.63 4.61 4.88 4.40
gas-phase production 0.06 0.11 0.08 0.08 0.06 0.00 0.13 0.18 0.27 0.00
dry deposition −1.56 −1.64 −1.57 −1.06 −1.68 −1.89 −1.66 −1.31 −2.25 −0.84
wet deposition −0.55 0.00 −0.30 −0.44 −0.03 −0.04 −0.45 −0.01 −0.06 −1.06
gas-phase oxidation −1.15 −1.06 −0.29 −1.11 −0.58 −0.96 −0.75 −0.71 −0.96 −1.87
aqueous-phase oxidation −1.34 −1.61 −2.24 −1.10 −1.91 −1.65 −1.05 −1.56 −1.19
inferred export −0.10 −0.72 −0.53 −0.82 −0.69 −0.40 −0.83 −1.18 −0.68 −0.63
column burden 5.18 6.24 3.81 5.38 5.10 5.71 3.56 4.54 5.67 4.45

SEA DJF CA CB CC CE CF GA GB GC GD HA

emissions 3.13 3.48 3.19 3.15 2.94 3.38 2.80 3.25 3.60
gas-phase production 0.04 0.06 0.08 0.07 0.06 0.00 0.10 0.11 0.06
dry deposition −1.42 −2.31 −1.62 −1.97 −1.39 −2.06 −1.54 −1.62 −2.13
wet deposition −0.16 0.00 −0.06 −0.07 −0.04 −0.08 −0.28 −0.03 −0.02
gas-phase oxidation −0.38 −0.42 −0.08 −0.38 −0.22 −0.32 −0.29 −0.30 −0.20
aqueous-phase oxidation −0.94 −0.80 −1.09 −0.68 −1.26 −0.83 −0.94 −1.59 −1.32
inferred export −0.26 −0.01 −0.41 −0.13 −0.10 −0.08 0.14 0.18 0.02
column burden 5.25 10.87 4.87 7.63 4.64 8.91 6.75 6.11 4.96

SEA JJA
emissions 2.48 2.87 2.67 2.52 2.50 2.68 2.26 2.70 2.98
gas-phase production 0.05 0.06 0.06 0.05 0.05 0.00 0.07 0.12 0.13
dry deposition −0.79 −1.02 −0.74 −0.50 −0.69 −0.84 −0.69 −0.70 −1.28
wet deposition −0.22 0.00 −0.22 −0.64 −0.02 −0.04 −0.45 −0.03 −0.11
gas-phase oxidation −0.83 −0.58 −0.18 −0.47 −0.20 −0.54 −0.44 −0.53 −0.60
aqueous-phase oxidation −0.62 −1.21 −1.37 −0.74 −1.48 −1.55 −0.76 −1.15 −1.09
inferred export −0.08 −0.11 −0.29 −0.22 −0.16 0.29 0.03 −0.44 −0.04
column burden 2.68 2.39 1.46 2.10 1.90 3.17 1.53 2.13 2.31

1HA does not distinguish between gas phase and aqueous phase oxidation of SO2 ; Table lists total oxidation.
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Table 3. Simulated seasonal and regional budgets for SO
2
; column burdens are in mg S m−2; fluxes in

mg S m−2 day−1; average, standard deviation (s) and relative contribution

DJF JJA

average s % average s %

ENA
emissions 2.47 0.08 98 2.31 0.08 97
gas-phase production 0.06 0.04 2 0.06 0.04 3
dry deposition −1.24 0.31 −49 −0.63 0.17 −26
wet deposition −0.15 0.20 −6 −0.22 0.23 −9
gas-phase oxidation −0.13 0.05 −5 −0.55 0.25 −23
aqueous-phase oxidation −0.71 0.31 −28 −0.87 0.37 −36
total oxidation −0.84 0.28 −1.38 0.30
inferred export −0.28 0.19 −11 −0.14 0.19 −6
column burden 5.24 2.56 2.50 0.59
EMEP
emissions 7.54 0.32 99 4.69 0.19 98
gas-phase production 0.07 0.07 1 0.08 0.06 2
dry deposition −3.52 0.76 −47 −1.47 0.33 −30
wet deposition −0.29 0.42 −4 −0.32 0.35 −7
gas-phase oxidation −0.12 0.05 −2 −0.83 0.30 −17
aqueous-phase oxidation −1.15 0.75 −15 −1.56 0.40 −32
total oxidation −1.31 0.68 −2.32 0.31
inferred export −2.48 0.57 −33 −0.66 0.30 −14
column burden 11.28 3.87 4.89 0.87
SEA
emissions 3.16 0.22 98 2.59 0.18 98
gas-phase production 0.06 0.04 2 0.06 0.03 2
dry deposition −1.74 0.33 −54 −0.75 0.15 −28
wet deposition −0.09 0.09 −3 −0.20 0.23 −8
gas-phase oxidation −0.30 0.11 −9 −0.47 0.21 −18
aqueous-phase oxidation −1.02 0.29 −31 −1.11 0.36 −42
total oxidation −1.31 0.27 −1.57 0.30
inferred export −0.08 0.20 −3 −0.12 0.22 −5
column burden 6.88 2.17 2.17 0.57

oxidation budgets since it does not separate SO2 budgets considered here. Dry deposition is

the dominant sink for SO2 , removing about 50%between these two processes. However, in the total
(gas and aqueous phase) oxidation budget in in winter and 30% in summer. It is simulated

consistently between models, with a relative modelTable 3 HA is included. As a result, the added

average gas and aqueous phase oxidation budget uncertainty of about 15% or less. Wet deposition
of SO2 appears to be a small term that does notdoes not exactly correspond with the average total

oxidation budget. influence the SO2 budget much. The uncertainty

is relatively large, as will be discussed later inThe principal source of SO2 in each region is
primary emissions. Although the geographical dis- this section.

During winter, gas phase oxidation of SO2 bytribution of SO2 emissions was specified, small

differences exist in the reported emissions between OH is relatively unimportant, although in SEA,
which is located south compared to ENA andmodels because the actual geographical regions

used in the budget analysis differed from model EMEP, it removes about 10% of the SO2 . In
summer around 20% of the SO2 is oxidized byto model due to differences in grid resolutions.

The second source of SO2 , i.e., chemical produc- OH. Aqueous phase oxidation is an important

sink throughout the year, removing up to 42% oftion from DMS oxidation, varies widely between
models but is of minor importance in the regional the SO2 . In view of the relative importance of
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both oxidation processes in the SO2 budget, it is from 1 to 3.5 in the ENA region, 1.5 to 3 in the
EMEP region, and 2 to 4.5 in the SEA region.evident that the relative model uncertainties, which

are 35–45% for the gas phase oxidation in summer The models CB and GB (all regions) and GA

(ENA and EMEP) consistently simulate largeand between 25 and 65% for the aqueous phase
oxidation depending on season and region, can winter to summer ratios, and CA, CF and GD

simulate relatively small ratios.have a large impact on the representation of the

sulfur cycle. There exist considerable model-to-model
differences in the rates of the individual SO2 sinks.The transport of SO2 into (import, positive) and

out of (export, negative) a region affects the Panels b, c, d and e in Figs. 2, 3 and 4 show

pseudo first-order rate constants for dry depos-regional SO2 budget. In general, inferred export
rates for SO2 are below 10% of the primary SO2 ition, wet deposition, gas-phase oxidation, and

aqueous-phase oxidation, respectively, for theemission rates except for the EMEP region. As

mentioned earlier, differences between regions may three regions. These rate constants, hereafter
referred to as ‘efficiencies’, are defined as thebe partly caused by the fraction of ocean surface,

which influences the calculated efficiency of chem- calculated sink term for a process divided by the

SO2 column burden. Note that HA does notical transformation relative to the emission budget.
Also, oxidation efficiencies are somewhat smaller separate gas phase and aqueous phase oxidation.

As noted earlier, dry deposition (panel b) is thein EMEP compared to the other, more southerly

located, regions so that the transformation to dominant sink for SO2 in winter. Differences
between models generally range over a factor ofsulfate is slower. Consequently, all models simulate

that the net export rate of SO2 out of the EMEP 2, up to a factor of 4 in ENA in summer. The
data suggest that the dry deposition efficiency isregion is higher in winter than in summer.

Finally, model averaged column SO2 burdens somewhat larger in CTMs with a relatively high

vertical resolution (CA, CC, CF) than in CTMsfor the winter more than double those for the
summer in all three regions. Largest winter to with a smaller vertical resolution (CB and CE).

On the other hand, the GCMs GB, GC and GD,summer ratios are calculated for SEA. Note that,

in contrast, the largest seasonal cycle in primary which have a comparable vertical resolution, simu-
late highly different deposition efficiencies. SinceSO2 emissions occurs in the EMEP region and

not in the SEA region. The SEA region is located most models apply the resistance-in-series para-

meterization for dry deposition, probably therelatively close to the summer position of the
Intertropical Convergence Zone (ITCZ), an area parameterization of the leaf area index (LAI) and

soil humidity applied in the models lead to addi-characterized by strong convective activity which

separates the meteorological northern and south- tional differences. There is no clear distinction
between models that apply a prognostic variableern hemispheres, so that a strong seasonality in

cloud occurrence may exist. for turbulent kinetic energy and models that apply

a mixing length approach in the calculation ofDespite the underlying similarities, the models
display considerable differences in the simulated vertical diffusion (Table 1). Direct wet deposition

of SO2 (panel c) is of some importance in CA,regional SO2 burdens. In the Figs. 2, 3 and 4 plots

are shown of some important simulated seasonal CC, CE, GB and HA, but rather insignificant in
the other models. This is partly explained by theSO2 budget terms and first order removal rates

for ENA, EMEP and SEA, respectively. The definition applied in the model. In CC, CE, GB

and HA (but also in GC who simulate negligiblepanels a in Figs. 2, 3 and 4 show the simulated
seasonal column SO2 burdens. The simulated bur- SO2 wet deposition) the SO2 wet deposition

budget includes not only SO2 in precipitation thatdens differ by as much as a factor of 4 depending

on the region and season considered, with CB, CE reaches the surface, but also SO2 taken up in
cloud or rain water that is oxidized before beingand GA simulating the largest SO2 burdens. In

summer, when oxidation of SO2 is more efficient, deposited. The latter contribution is relatively
large in summer when oxidant concentrationsdifferences between models are much smaller.

There is also a considerable range in the ratio of maximize.

Gas phase oxidation of SO2 by OH (panel d) iswinter to summer column SO2 burdens predicted
in each region. Predictions of seasonal ratios range small in winter in all models. On average, the
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Fig. 2. Simulated SO2 budget and removal terms for the ENA region. (a) Column burden (mg S m−2 ), (b) dry
deposition efficiency (day−1), (c) wet deposition efficiency (day−1 ), (d) gas phase oxidation efficiency (day−1),
(e) aqueous phase oxidation efficiency (day−1), and (f ) lifetime (day). Seasons are DJF (shaded bars) and JJA
(white bars).
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Fig. 3. As Fig. 2 but for the EMEP region.

aqueous phase oxidation efficiency (panel e) is of summer, aqueous oxidation efficiencies vary up to
a factor of 5 between models, but in terms ofthe same order of magnitude as the dry deposition

efficiency. Generally, aqueous phase oxidation of sulfate production these differences are compens-

ated somewhat by differences in the simulated gasSO2 is more efficient in summer than in winter
due to the larger abundance of oxidants. In phase oxidation efficiencies, which maximize in
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Fig. 4. As Fig. 2 but for the SEA region.

summer and vary up to a factor of 2 between In winter, the models separate into two groups
characterized by relatively high (CA, CC, CF, GC,models. The relatively low gas phase oxidation

efficiency in CC is attributed to underprediction GD, HA — note that HA does not separate

between oxidation in the gas phase and the aque-of OH in the boundary layer, where most SO2
resides. ous phase) and low aqueous phase oxidation rates
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(CB, CE, GA, GB). This seems related to whether EMEP, ENA, and SEA regions for summer and
winter, as well as the computed column sulfate.full chemistry is applied in the models (i.e., the

simulation of the oxidant concentrations and the The detailed data from Table 4 are summarized in

Table 5, in a similar way as Table 3.sulfur cycle is coupled), or monthly averaged
ozone and hydrogen-peroxide distributions are Primary sulfate emissions are mostly of minor

importance as a sulfate source, except when otherimported (Table 1). Models that apply a full chem-

istry or prognostic approach are expected to yield sulfate production pathways are relatively low (as
in CB and CE in EMEP in winter). Primarylower sulfate rates from oxidation by H2O2 especi-

ally in winter when they represent oxidant limited sulfate emissions were not directly specified, and

on average the models assume these emissions toconditions more realistically (Roelofs et al., 1998).
The relation appears to be valid for GC and GD, range between 4 to 16% of the anthropogenic

sulfur emissions depending on the region and thewho import monthly averaged oxidant fields and

simulate relatively high oxidation rates in winter, season (Table 5). Generally, aqueous phase oxida-
tion of SO2 is the dominant sulfate source, contrib-and for CB, GA and GB, who calculate oxidant

fields interactively or prognostically and simulate uting on average 73–78% in winter and 59–67%

in summer. The relative model uncertainty isrelatively small oxidation efficiencies in winter,
but not for CA, CC and CE. Note that Lohmann between 28% in SEA to 65% in EMEP in winter.

Gas-phase SO2 oxidation is less important inet al. (2001) also find a difference between both

approaches: they conclude that models with full winter as a sulfate source. Wet deposition is the
major sulfate removal process in all models, beingoxidant chemistry tend to agree better with obser-

vations. Additionally, the data suggest that the a few times more effective as dry deposition in
each region and season. The relative model uncer-SO2 aqueous phase oxidation efficiency in winter

is somewhat larger in CTMs with a relatively high tainty is rather large, between 20% (SEA, summer)

and 50% (EMEP, winter).vertical resolution (CA, CC, CF) than in CTMs
with a smaller vertical resolution (CB and CE). There is a near-consensus among models that

there is net export of sulfate from each of the threeThe model-to-model differences in the column

SO2 burdens described earlier are the result of the regions, and that the export from the EMEP
region is larger than the export from the SEA andsignificant differences in the SO2 sink terms and

lifetimes, the latter of which are shown in panels the ENA regions. The contribution of export to

the total sink is about the same in winter andf in Figs. 2, 3 and 4. The SO2 lifetimes are defined
as the column SO2 burden divided by the column summer in ENA and EMEP. Due to large differ-

ences in the simulated source and depositionSO2 deposition and oxidation budgets. In all

models and in all regions (except the CA model terms, the relative model uncertainty for sulfate
export is large, from about 50% for SEA in winterin the ENA region) the column SO2 lifetime is

longer in winter than in summer. Note that CB, to about 90% for EMEP in winter.

In Figs. 5, 6 and 7 plots are shown of someCE and GA, who simulate relatively large SO2
burdens and lifetimes in winter, consistently simu- important seasonal sulfate budget terms for ENA,

EMEP and SEA, respectively. Panels a in Figs. 5,late small aqueous oxidation efficiencies in winter.

The CTMs with a relatively high vertical reso- 6 and 7 show simulated winter and summer
column sulfate burdens. Sulfate column burdenslution (CA, CC, CF) simulate smaller SO2 lifetimes

than the CTMs with a smaller vertical resolution range between about 1–6 mg S m−2 in winter and

2–8 mg S m−2 in summer, depending on region,(CB and CE), in accordance with the larger dry
deposition and aqueous phase oxidation effici- whereas model-to-model variabilities can be as

large as a factor of three in winter. In contrast toencies. However, we do not find a distinction

between models based on their horizontal the simulated seasonal cycle of column SO2 , simu-
lated sulfate contents are generally larger inresolution.

summer than in winter (note that CA, CE and
GC simulate an opposite seasonality in the SEA

3.2. Regional sulfate column budgets
region). This seasonality is associated with the

SO2 oxidation efficiencies, which minimize inTable 4 shows the simulated source, sink and
inferred export budgets of column sulfate for the summer and maximize in winter.
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Table 4. Simulated seasonal and regional budgets for sulfate; column burdens are in mg S m−2; fluxes in
mg S m−2 day−1
ENA DJF CA CB CC CE CF GA GB GC GD HA1

emissions 0.05 0.10 0.05 0.04 0.05 0.08 0.12 0.00 0.00 0.13
gas-phase production 0.11 0.19 0.03 0.16 0.14 0.18 0.11 0.12 0.09 0.83
aqueous-phase production 1.19 0.50 0.78 0.38 1.00 0.39 0.48 0.98 0.98
dry deposition −0.10 −0.07 −0.16 −0.06 −0.04 −0.12 −0.12 −0.13 −0.10 −0.26
wet deposition −0.92 −0.56 −0.47 −0.49 −1.15 −0.34 −0.56 −0.56 −0.83 −0.42
inferred export −0.32 −0.16 −0.22 −0.04 −0.00 −0.19 −0.03 −0.41 −0.15 −0.29
column burden 2.90 2.51 2.62 1.94 1.19 2.18 2.39 3.89 2.23 1.86

ENA JJA
emissions 0.04 0.10 0.05 0.03 0.05 0.07 0.11 0.00 0.00 0.12
gas-phase production 0.90 0.75 0.17 0.56 0.25 0.65 0.44 0.71 0.92 1.06
aqueous-phase production 0.47 1.03 1.21 0.53 1.35 1.20 0.66 0.50 0.63
dry deposition −0.18 −0.10 −0.23 −0.06 −0.09 −0.33 −0.16 −0.12 −0.20 −0.28
wet deposition −0.84 −1.40 −0.74 −1.05 −1.33 −1.39 −0.87 −1.20 −1.32 −0.43
inferred export −0.39 −0.38 −0.46 −0.00 −0.23 −0.20 −0.20 0.11 −0.02 −0.49
column burden 4.37 5.74 4.36 2.34 3.30 5.31 5.61 4.34 6.15 2.74

EMEP DJF CA CB CC CE CF GA GB GC GD HA

emissions 0.16 0.30 0.16 0.39 0.14 0.24 0.39 0.00 0.00 0.38
gas-phase production 0.11 0.20 0.03 0.14 0.13 0.17 0.11 0.08 0.05 1.66
aqueous-phase production 2.23 0.34 1.86 0.26 1.45 0.60 0.80 1.66 1.56
dry deposition −0.21 −0.09 −0.27 −0.08 −0.05 −0.18 −0.17 −0.14 −0.11 −0.43
wet deposition −0.79 −0.51 −1.18 −0.60 −1.59 −0.53 −0.81 −0.44 −1.19 −0.57
inferred export −1.50 −0.23 −0.60 −0.11 −0.08 −0.29 −0.32 −1.17 −0.31 −1.04
column burden 5.14 2.59 3.44 2.17 1.26 2.88 2.75 5.51 2.51 3.64

EMEP JJA
emissions 0.10 0.19 0.10 0.23 0.10 0.14 0.24 0.00 0.00 0.23
gas-phase production 1.15 1.06 0.29 1.11 0.58 0.96 0.75 0.71 0.96 1.87
aqueous-phase production 1.34 1.61 2.24 1.10 1.91 1.65 1.05 1.56 1.19
dry deposition −0.25 −0.16 −0.41 −0.23 −0.19 −0.48 −0.27 −0.16 −0.24 −0.44
wet deposition −1.57 −1.80 −1.42 −1.46 −1.80 −1.33 −0.81 −1.75 −1.09 −0.82
inferred export −0.76 −0.89 −0.80 −0.76 −0.60 −0.94 −0.97 −0.37 −0.81 −0.84
column burden 6.44 7.82 7.01 6.05 4.70 7.62 7.70 6.53 6.32 5.02

SEA DJF CA CB CC CE CF GA GB GC GD HA

emissions 0.06 0.08 0.05 0.08 0.06 0.10 0.14 0.00 0.00
gas-phase production 0.38 0.42 0.08 0.38 0.22 0.32 0.29 0.30 0.20
aqueous-phase production 0.94 0.80 1.09 0.68 1.26 0.83 0.94 1.59 1.32
dry deposition −0.19 −0.13 −0.19 −0.13 −0.08 −0.20 −0.20 −0.21 −0.17
wet deposition −0.95 −0.83 −0.75 −0.75 −1.36 −0.62 −0.93 −1.00 −1.03
inferred export −0.25 −0.34 −0.27 −0.26 −0.09 −0.43 −0.24 −0.68 −0.32
column burden 4.35 4.15 3.08 3.25 1.76 3.14 3.20 6.17 3.60

SEA JJA
emissions 0.05 0.08 0.05 0.06 0.05 0.08 0.11 0.00 0.00
gas-phase production 0.83 0.58 0.18 0.47 0.20 0.54 0.44 0.53 0.60
aqeous-phase production 0.62 1.21 1.37 0.74 1.48 1.55 0.76 1.15 1.09
dry deposition −0.14 −0.09 −0.28 −0.08 −0.10 −0.25 −0.16 −0.09 −0.27
wet deposition −1.03 −1.52 −0.86 −1.16 −1.36 −1.56 −1.11 −1.57 −1.80
inferred export −0.33 −0.26 −0.46 −0.03 −0.27 −0.36 −0.06 −0.01 0.39
column burden 3.06 5.16 4.51 2.47 3.26 5.25 5.27 3.34 4.90

1HA does not distinguish between gas phase and aqueous phase oxidation of SO2 ; Table lists total oxidation.
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Table 5. Simulated seasonal and regional budgets for sulfate; column burdens are in mg S m−2; fluxes in
mg S m−2 day−1; average, standard deviation (s) and relative contribution

DJF JJA

average s % average s %

ENA
emissions 0.07 0.04 8 0.06 0.04 4
gas-phase production 0.13 0.05 14 0.55 0.25 37
aqueous-phase production 0.71 0.31 78 0.87 0.37 59
total production 0.84 0.28 1.38 0.30
dry deposition −0.12 0.06 −13 −0.17 0.09 −12
wet deposition −0.61 0.26 −67 −1.03 0.33 −71
inferred export −0.18 0.14 −20 −0.25 0.20 −17
column burden 2.39 0.75 4.24 1.23

EMEP
emissions 0.24 0.14 16 0.15 0.08 6
gas-phase production 0.12 0.05 8 0.83 0.30 33
aqueous-phase production 1.15 0.75 76 1.56 0.40 61
total production 1.31 0.68 2.33 0.32
dry deposition −0.18 0.12 −12 −0.29 0.12 −12
wet deposition −0.78 0.38 −50 −1.42 0.38 −57
inferred export −0.59 0.52 −38 −0.77 0.19 −31
column burden 3.27 1.36 6.54 1.14

SEA
emissions 0.07 0.04 5 0.06 0.03 4
gas-phase production 0.30 0.11 22 0.47 0.21 29
aqueous-phase production 1.02 0.29 73 1.11 0.36 67
total production 1.31 0.27 1.58 0.30
dry deposition −0.17 0.05 −12 −0.15 0.08 −9
wet deposition −0.90 0.22 −65 −1.27 0.27 −77
inferred export −0.32 0.17 −23 −0.22 0.17 −14
column burden 3.64 1.29 4.04 1.13

Panels b and c in Figs. 5, 6 and 7 show the parameterizations applied for these processes
were not examined further in our intercomparison.efficiencies of dry and wet deposition of sulfate.

For dry deposition, the model-to-model variability Panels d show the simulated sulfate lifetimes in
winter and summer. The sulfate column lifetimesis approximately a factor of 2, except for HA

which stands out with a relatively high deposition also vary considerably between models. There is

no general consensus about the seasonality of theefficiency. Calculated wet deposition efficiencies
vary widely between models, generally ranging sulfate lifetime. For most models the summer and

winter lifetimes are of the same order, but larger-from 0.1 to 0.5 day−1. CF stands out in winter in

each region with an efficiency of 0.8–1.2 day−1. than-average seasonal differences are simulated by
CE (ENA and SEA) and CF and GB (EMEP).There is no consistency between models regarding

the seasonality of sulfate wet deposition. The GC stands out with a sulfate lifetime in winter for

EMEP that is about twice that of the otherdifferences in parameterizations used for, for
example, nucleation scavenging and below-cloud models, related to a very small wet deposition

efficiency, whereas GB simulates a relatively longscavenging determine the sulfate amount taken up
in drops to an important extent, as does the lifetime for EMEP in summer, also associated

with a relatively small wet deposition efficiency.efficiency of aqueous phase SO2 oxidation.

Modeled cloud and rain (micro-)physics contrib- Generally, an anti-correlation exists between the
modeled seasonalities of sulfate wet depositionute to the model-to-model variability. However,
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Fig. 5. Simulated sulfate budget and removal terms for the ENA region. (a) Column burden (mg S m−2 ), (b) dry
deposition efficiency (day−1), (c) wet deposition efficiency (day−1 ), and (d) lifetime (day). Seasons are DJF (shaded
bars) and JJA (white bars).

and the sulfate lifetime, so that more efficient wet be attributed to this feedback, but it is not appar-
ent in CC.deposition in summer than in winter leads to

smaller lifetimes in summer than in winter and
vice versa. It must be noted that the definition of

3.3. Partitioning between SO
2
and sulfate

the SO2 wet deposition affects the sulfate lifetime

somewhat. If in-cloud produced sulfate is Fig. 8 shows the amount of sulfate relative to
the total sulfur (SO2 plus sulfate) column budgetsaccounted for in the SO2 budget, the loss is not

accounted for in the sulfate lifetime, which for the ENA, EMEP and SEA regions. The sulfate

fraction is determined by the source rates of sulfatebecomes somewhat larger. In CC and GC, simu-
lated sulfate concentrations are directly coupled on one hand, which are dominated by the oxida-

tion of SO2 in the gaseous and aqueous phase,to the microphysics parameterizations for large

scale clouds. Larger sulfate concentrations pro- and dry and wet deposition of sulfate on the other.
All models simulate a larger sulfate fraction induce more cloud droplets, which in turn reduce

precipitation efficiencies. Lohmann and Feichter summer than in winter, up to a factor of two in
most models, due to more efficient oxidation of(1997) show that this coupling may lead to simu-

lated sulfate lifetimes that are significantly longer. SO2 . In summer, the sulfate fraction is between

40 and 70% for all three regions. During winterThe small wet removal efficiency and long sulfate
lifetime simulated by GC in EMEP in winter may the fraction is 10–35% for EMEP and 20 to 50%
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Fig. 6. As Fig. 5 but for the EMEP region.

for ENA and SEA. Differences between models varies with altitude. For example, dry deposition
are relatively larger in winter, when gas phase occurs only at the surface, and aqueous phase
oxidation is relatively inefficient. For example, CA, oxidation efficiency is related to the vertical distri-
CC and GC consistently simulate a relatively large bution of cloud occurrence. We examine the simu-
sulfate fraction in winter. For CA and CC this is lated vertical transport efficiencies, determined
associated with relatively efficient dry deposition predominantly by vertical diffusion and convec-
and aqueous phase oxidation of SO2 (panels b tion, in a qualitative way based on the simulated
and e in Figs. 2, 3 and 4) whereas for GC it is vertical distributions of trace species.
associated with a relatively inefficient sulfate wet Fig. 9 shows the partitioning below and above
deposition (panel c in Figs. 5, 6 and 7). CF and 2.5 km altitude for Rn, SO2 and sulfate for the
GD, on the other hand, simulate efficient dry EMEP region. The Rn source and sink are the
deposition and aqueous phase oxidation of SO2 same in each model, so that the vertical distribu-
as well, but also efficient wet deposition of sulfate, tions of Rn are indicative of the vertical transport
so that their computed sulfate fraction is some- efficiencies simulated by the models. Note that
what smaller. CD submitted data for Rn and Pb and not for

the sulfur cycle, whereas GA submitted data for
4. Vertical distribution of trace species

the sulfur cycle only. The simulated fraction of Rn

above 2.5 km altitude is between 15–45% through-In this section, we briefly discuss the vertical
out the year. Most models simulate a larger frac-distribution of column integrated trace species

amounts, since the efficiency of most processes tion of Rn above 2.5 km altitude in summer than
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Fig. 7. As Fig. 5 but for the SEA region.

in winter, which is associated with the seasonality related to relatively inefficient vertical transport
as derived from Fig. 9a. For the other models it isof convective activity. CD, CE, CF and GB simu-

late a relatively strong seasonality of the convect- probably associated with efficient aqueous phase
oxidation and, consequently, short SO2 lifetimesive transport efficiency. In GC the upward

transport is rather weak compared to the other (Figs. 3, 4). HA, CB and GB simulate a relatively
small, and CE and CF a large seasonal dependencemodels. A relation between the number of layers

in the participating models (Table 1a) and the of the vertical distribution.
Generally, between 40 and 60% of the columnsimulated vertical distributions of Rn is not found.

Also, there is no clear distinction between models sulfate resides above 2.5 km altitude. The consist-
ency between the models is remarkable, with ausing a variable for turbulent kinetic energy and

using the mixing length approach (see Table 1b). somewhat larger fraction simulated by GB and a
smaller fraction by GC. Also, in most models theWe note that the fraction of Rn above 2.5 km is

larger in ENA and SEA than in EMEP, not shown distribution of sulfate below and above 2.5 km
does not change much with season. This suggestshere. Apparently, the fact that the efficiency of

convective transports increases equatorward is a compensating effect between vertical transport
efficiency and the height dependence of individualmodeled consistently between models.

The fraction of SO2 present above 2.5 km is processes leading to wet removal of sulfate (nucle-
ation scavenging, impaction scavenging), althoughbelow 25% in all models. The models CA, CC,

GC and GD consistently simulate that less than a detailed study is necessary to investigate this
further. We note that simulated sulfate budgets10% of the SO2 column resides above 2.5 km

altitude throughout the year. For GC this may be for ENA and SEA show qualitatively similar
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Fig. 9. Fraction residing above 2.5 km altitude of (a) Rn,Fig. 8. Sulfur column sulfate fraction for (a) ENA,
(b) EMEP, and (c) SEA, for DJF (shaded bars) and JJA (b) SO2 and (c) sulfate, for DJF (shaded bars) and JJA

(white bars) for the EMEP region.(white bars).

characteristics as for EMEP, although relative
SO2 and sulfate column sources and sinks. If adifferences between models are larger.
model produces a balanced budget of sources and

sinks (which is the case for all participating models
except GD), the inferred export term is equal to5. Regional sulfur exports
the mass fluxes of the sulfur species integrated

over a season and over the region boundaries.As noted earlier, we inferred regional export
terms by calculating the residual of the seasonal The residual represents a net export term (or
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import when the term is positive). It is, in turn, a region and season. There is no apparent consensus
about the seasonality of export budgets, apartresidual of separate import and export budgets,

the first acting as an additional source and the from EMEP where it may be dominated by the

seasonality of sulfur emissions. In CF, export insecond as an additional sink. The residual calcula-
tion does not provide values for the separate winter is relatively small due to efficient sulfate

wet deposition.import and export budgets, so that a first order

export efficiency cannot be calculated.
In this section, we do not separate SO2 and

sulfate exports. If we assume SO2 to be removed 6. Conclusions and discussion
only by oxidation, it is evident that the total
amount of exported SO2 will be larger, and that We investigated and compared budgets for SO2

and sulfate for three regions in the Northernof sulfate smaller, if the regional boundaries are

located closer to the source. The opposite is true Hemisphere, simulated by one hemispheric and
nine global sulfur cycle models, in order to identifyif the distance between boundaries and source is

larger. Since the regional boundaries are chosen processes in the sulfur cycle that are subject to

relatively large model-to-model variability. Thequite arbitrarily, the distribution of sulfur export
between SO2 and sulfate is irrelevant. Therefore emissions, which are prescribed, are consistent

between models, although small differences occurwe consider the export of total sulfur (SO
x
), so

that differences between models in the SO2 oxida- which are related to definitions of the domain.
The trace species distribution between the lowertion efficiency are compensated to some extent

while differences in deposition rates, which deter- and the free troposphere, mainly associated with
simulated vertical transports, varies stronglymine the lifetime of sulfur in the atmosphere, are

accentuated. between models, especially in summer. The associ-

ated seasonality suggests that the simulation ofFig. 10 shows regional column burdens and the
inferred export budget terms for SO

x
for all models convective transports plays an important rôle in

this. We found no clear relation between theexcept GD. SO2 emissions are about the same in

the models, so that the differences between simu- vertical distribution of tracers and the vertical
model resolution. Models with relatively efficientlated SO

x
columns are associated with the simu-

lated SO
x

removal efficiencies, i.e., the deposition vertical transports throughout the year are GA,

GB, and CB, while they appear to be less efficientrates for SO2 and sulfate. Consequently, similar
differences apply to the sulfur export terms. in GC. We note that the simulated distributions

of trace species between the lower and free tropo-Nevertheless, the export of SO
x

from the EMEP

region in winter is simulated quite consistently sphere may change away from source regions, as
illustrated by an analysis of simulated Rn profilesbetween models, except for CF who computes

smaller terms. In this case the simulation of the over the North Atlantic region by Lohmann

et al. (2001).sulfur budget is quite straightforward. In winter,
most sulfur is in the form of SO2 and present in The efficiency of dry deposition of SO2 and

sulfate varies by about a factor of 3 betweenthe lower troposphere (Figs. 8, 9). SO2 dry depos-

ition, which is an important sink term in winter, models, probably due to the parameterization of
the leaf area index (LAI) and soil humidity. Wetis simulated quite consistently between models, as

seen in Fig. 3b, and as a consequence the range deposition is of relatively small importance in the

SO2 budget, although models are not consistentin calculated SO
x

exports is relatively small.
However, the relative differences between models in their budgeting of this process. On the other

hand, wet deposition is a dominant factor in theare larger in summer when processes with larger

relative model uncertainties become important, sulfate budget. Its efficiency in removing sulfate
from the atmosphere is about 5× that of drysuch as cloud chemistry and convective transports.

For the same reasons, relative differences are deposition. In most models, 40–60% of the sulfate
resides above 2.5 km altitude in the three regions;somewhat larger in ENA and SEA regions than

in EMEP. Differences between models for the this fraction varies relatively little with season.

For the SO2 dry deposition efficiency, theresimulated export of SO
x

range from a factor of
two up to an order of magnitude depending on appears to be a distinction within the group CTMs
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Fig. 10. Simulated column SO
x
burden (mg S m−2 ) for (a) ENA, (b) EMEP and (c) SEA; inferred export of SO

x
(mg

S m−2 day−1) out of (d) ENA, (e) EMEP and (f ) SEA, for DJF (shaded bars) and JJA (white bars).

between those with a relatively high (CA, CC, CF) troposphere, thereby enhancing the impact of dry
deposition of sulfur species. A relation is alsoand a relatively low vertical resolution (CB, CE).

A higher vertical resolution apparently attenuates found between the vertical resolution and the
aqueous phase oxidation efficiency, although moremixing between the boundary layer and the free
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detailed studies are needed to explain this. In ical transformation and the removal of sulfur
species, i.e., nucleation on aerosols and precipita-general, the effect of resolution, both horizontal

and vertical, appears to be minor compared to tion formation. We also recommend that a com-

parison with observed wet deposition fluxes isother differences when all models are considered.
While there are general similarities in model carried out to assess the representativity of com-

puted wet deposition fluxes.regional sulfate budgets, we find significant differ-

ences when the collection of models is considered. The results indicate that the simulated aqueous
phase SO2 oxidation efficiency in winter dependsParticularly significant from a sulfate budget

standpoint is the fact that in any given region and on how models represent oxidant chemistry

(‘‘imported’’ versus ‘‘full’’ or ‘‘prognostic’’, seeseason, there is a considerable range in the simu-
lated aqueous-phase sulfate production rates, wet Table 1). The models with full or prognostic

models simulate less efficient SO2 oxidation as adeposition efficiencies, and upward transport

efficiencies. Consequently, the simulated lifetimes result of oxidant limitation in polluted regions.
Differences are also manifested otherwise:of SO2 and sulfate differ within a large range. For

example, in ENA these are between 1–5 days for Lohmann et al. (2001) found a significant differ-

ence between models using full and importedSO2 in winter and 2–7 days for sulfate in summer.
Simulated wet deposition rates for sulfate range oxidant chemistry when they compared modeled

and observed SO2 and sulfate vertical profiles forover a factor of 4, whereas one model stands out

even more with a very high wet deposition effici- the relatively clean North Atlantic region (NARE).
The models do not agree about the magnitudeency. We note that a clear relation between the

model resolution and the sulfate formation and of sulfur exports from polluted regions to cleaner
areas, and show differences up to an order ofremoval efficiencies is not found.

When the standard deviation of the modeled magnitude in summer (although variabilities in

the separate SO2 and sulfate budget terms arebudgets is used as a measure (Tables 3, 5), cloud-
related processes in the sulfur cycle display the compensated to some extent when SO

x
is consid-

ered). Although we have not analyzed the simu-largest model-to-model variabilities. This suggests

that the dominant cause of differences between lated budgets over remote regions, it may be
expected that sulfur column budgets and the ver-models in the sulfur cycle simulation is the repres-

entation of (sub-grid) cloud characteristics. We tical distributions in remote areas show a large

model-to-model variability as well. This will affectremark that Barrie et al. (2001) find a clear
difference between GCMs and CTMs for the estimates of the direct and indirect climate forcing

by sulfate aerosol, and the related uncertainty issimulation of Rn/Pb where the chemical trans-

formation has a constant rate, but that the differ- probably comparable to the uncertainties pre-
sented in this study.ence is less evident for the sulfur cycle where

aqueous phase processes dominate transforma-

tion. Therefore, we suggest that a first effort in
improving the representativity of global sulfur 7. Acknowledgements
cycle models should at least address the validation

of spatial and temporal distributions of simulated The first author wishes to thank the Netherlands
Organization for Scientific Research for fundingcloud fields, especially those associated with mic-

rophysical processes that are crucial for the chem- (NOP-II project 951258).
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